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AI is everywhere

Vision RecommendationLanguage Robotics
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Y E A R

1957 2012 2014 2016 2018 2019 2020 2021… … …

Model Size 
(# of parameters)

VGG16

138M

YOLO, GNMT

210M

BERT-L

340M

GPT-2

1.5B

GPT-3

175B

2022

Perceptron

1

Alexnet

62M

SWITCH-C

1.6T

AI models are getting bigger
…  A  L O T  B I G G E R

10x/year growth



© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

The AI/ML flywheel
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The AI/ML flywheel
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The AI/ML flywheel
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The AI/ML flywheel
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AWS chips optimized for deep learning 

AWS Inferentia 

Lowest cost inference in the 

cloud for running deep 

learning models—

up to 70% lower cost

than GPU instances

AWS Trainium 

The most cost-efficient 

high performance DL 

training instance
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AWS chips optimized for deep learning 

AWS Inferentia 

Lowest cost inference in the 

cloud for running deep 

learning models—

up to 70% lower cost

than GPU instances

AWS Trainium 

The most cost-efficient 

high performance DL 

training instance

Seamless Integration 

with ML frameworks 

like PyTorch and 

TensorFlow
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HIGH PERFORMANCE AND LOWEST COST INFERENCE IN THE CLOUD

Up to 25% higher 
throughput vs 

comparable GPU-based 
Amazon EC2 instances

Up to 70% lower cost 
per inference than 

comparable GPU-based 
Amazon EC2 instances

Support for popular ML 
frameworks including 

PyTorch and TensorFlow

AWS Inferentia
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Amazon EC2 Inf1 instances
I N T R O D U C E D  I N  2 0 1 9  B A S E D  O N  T H E  F I R S T  A W S - D E S I G N E D  M L  S I L I C O N  

EC2 Inf1 instances

AWS Inferentia
High performance machine learning inference 

chip, purpose-built by AWS
B F 1 6 / F P 1 6 I N T 8

2 Peta OPS1 Peta FLOPS

T R A N S I S T O R S  P E R  C H I P

55,000,000,000

Inf1

A G G R E G A T E  
A C C E L E R A T O R
M E M O R Y

128 GB

N E T W O R K
C O N N E C T I V I T Y

100 Gbps

N E U R O N - C O R E  V 1
N E U R O N - L I N K  V 1

P Y T O R C H  &  
T E N S O R F L O W  
S U P P O R T E D
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Amazon EC2 Inf1 instances
A M A Z O N  E C 2  I N F 1  I N S T A N C E S  D E L I V E R  T H E  B E S T  I N F E R E N C E  P R I C E  P E R F O R M A N C E

Higher throughput

Inf1.xl

G5.xl 1x

T h r o u g h p u t

1.25x

Lower cost
Inf1.xl

G5.xl 1x

C o s t - p e r - i n f e r e n c e

0.3x

* Measured on PyTorch BERT-Base
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Customer momentum with AWS Inferentia

More customer testimonials

Amazon Rekognition

https://aws.amazon.com/ec2/instance-types/inf1/#Customer_Testimonials
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AWS Trainium

F R A M E W O R K

S U P P O R T

HIGH PERFORMANCE AND LOWEST COST TRAINING
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B F 1 6 / F P 1 6 F P 3 2

840 TFLOPS

T F 3 2

3.4 PFLOPS3.4 PFLOPS

T R A N S I S T O R S  P E R  C H I P

55,000,000,000

Trn1(n)

A G G R E G A T E  
A C C E L E R A T O R
M E M O R Y

512 GB

P E A K  M E M O R Y  
B A N D W I D T H

13.1 TB/sec

E F A  N E T W O R K
C O N N E C T I V I T Y

800/1600 Gbps

Amazon EC2 Trn1/Trn1n instances
T H E  M O S T  C O S T - E F F I C I E N T  H I G H - P E R F O R M A N C E  T R A I N I N G  I N S T A N C E

EC2 Trn1/Trn1n instances
The most cost-efficient high-performance

training instance

AWS Trainium
High performance machine learning training 

chip, purpose-built by AWS

N E U R O N - C O R E  V 2
N E U R O N - L I N K  V 2
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Amazon EC2 Trn1/Trn1n instances
T H E  M O S T  C O S T - E F F I C I E N T H I G H - P E R F O R M A N C E T R A I N I N G  I N S T A N C E

EC2 Trn1/Trn1n instances
The most cost-efficient high-performance

training instance

AWS Trainium
High performance machine learning training 

chip, purpose-built by AWS

Trn1 UltraClusters
Train large models with 30K+ Trainium devices, and 

non-blocking EFA network
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UltraCluster for ultra-large models
3 0 K +  T R A I N I U M  A C C E L E R A T O R S ,  W I T H  N O N  B L O C K I N G N E T W O R K C O N N E C T I V I T Y

On-demand access to a world-class supercomputer,
6 ExaFLOPS of compute
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Best cost to train with Trn1
A M A Z O N  E C 2  T R N 1  I N S T A N C E S  D E L I V E R  T H E  B E S T  T R A I N I N G  P R I C E  P E R F O R M A N C E

Higher throughput

Trn1.32xl

P4d.24xl 1x

T h r o u g h p u t

1.5x

Lower cost
Trn1.32xl

P4d.24xl 1x

C o s t - t o - t r a i n

0.5x

* Measured on PyTorch BERT-Large
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Full stack AI/ML integration

Elastic Fabric

Adapter

Amazon S3 Amazon EBS Amazon FSx

for Lustre

Amazon EFS

Storage & networking

Amazon EC2 Trn1 Trn1 UltraClusters

Compute acceleration

Amazon 

SageMaker

AWS Deep

Learning AMIs

Amazon EKS Amazon ECS

AWS Deep Learning 

Containers

ML

Frameworks

Frameworks

& services
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Customer momentum with AWS Trainium
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Building Trainium

What do customers want?

What’s going to change over 
the next 5 years?
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Invert, always invert.
Charlie Munger
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What’s not going to change?

Cost

effectiveness

High 

performance

Ease

of use
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Amazon EC2 Trn1/Trn1n instances 
T H E  M O S T  C O S T - E F F I C I E N T  H I G H - P E R F O R M A N C E D L  T R A I N I N G  I N S T A N C E

1.5x higher performance for popular NLP models (vs. P4d)

Over 50% reduction in cost to train

Up to 4x network bandwidth

Instance size vCPUs Trainium chips
Compute 

performance
Accelerator memory Instance networking OD $/hour

Trn1.2xlarge 8 1 210 TFLOPS 32 GB Up to 10Gbps $1.34

Trn1.32xlarge 128 16 3.4 PFLOPS 512 GB 800 Gbps $21.5

Trn1n.32xlarge

(H1’23)
128 16 3.4 PFLOPS 512 GB 1600 Gbps Coming soon
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Rich data type selection

M A N T I S S A

( P R E C I S I O N )
E X P O N E N T

( R A N G E )

F L O A T 3 2

T F L O A T 3 2

B F L O A T 1 6

F L O A T 1 6

C - F L O A T 8

U I N T 8

C - F L O A T 8

C - F L O A T 8

C H O O S E  T H E  R I G H T  D A T A  T Y P E  F O R  Y O U R  W O R K L O A D
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Rich data type selection

F L O A T 3 2

T F L O A T 3 2

B F L O A T 1 6F L O A T 1 6

C - F L O A T 8U I N T 8

C H O O S E  T H E  R I G H T  D A T A  T Y P E  F O R  Y O U R  W O R K L O A D

Ease of use

Performance
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Rich data type selection

0

0.5

1

1.5

2

2.5

3

3.5

P4d
Trn1

1.4x >2.5x

>5x

C H O O S E  T H E  R I G H T  D A T A  T Y P E  F O R  Y O U R  W O R K L O A D

F L O A T 3 2T F L O A T 3 2B F L O A T 1 6

F L O A T 1 6

PFLOPS per data type
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Rounding effects during training

Time

Loss

(Error)
F L O A T 3 2

B F L O A T 1 6

M I X E D  

P R E C I S I O N
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Rounding effects during training

Round(      ) =

Round(      ) =

1

0

P R O B A B I L I T Y 1 0 0 %

P R O B A B I L I T Y 1 0 0 %

0.9

0.2

Round Nearest Even
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Rounding effects during training

weight

1.0
gradient

0.2

Round Nearest Even
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Round(

Rounding effects during training

1.0
gradient

0.2+ ) =
weight

Round Nearest Even
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Round(

Rounding effects during training

1.0 0.2+ ) =1
P R O B A B I L I T Y 1 0 0 %

Round Nearest Even
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Rounding effects during training

Round Nearest Even

Round

Round

Round

1.0 0.2+ 0.2+ 0.2++ … = 1
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Stochastic Rounding
I M P R O V E D  T R A I N I N G  C O N V E R G E N C E  W I T H  N A T I V E S T O C H A S T I C  R O U N D I N G  S U P P O R T

80%

P R O B A B I L I T Y

2, 

1, 

20%

Round( 0.2) =1.0+

Stochastic Rounding
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Stochastic Rounding
I M P R O V E D  T R A I N I N G  C O N V E R G E N C E  W I T H  N A T I V E S T O C H A S T I C  R O U N D I N G  S U P P O R T

Benefits of Stochastic Rounding
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Stochastic Rounding
I M P R O V E D  T R A I N I N G  C O N V E R G E N C E  W I T H  N A T I V E S T O C H A S T I C  R O U N D I N G  S U P P O R T

Benefits of Stochastic Rounding
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Stochastic Rounding
I M P R O V E D  T R A I N I N G  C O N V E R G E N C E  W I T H  N A T I V E S T O C H A S T I C  R O U N D I N G  S U P P O R T

Benefits of Stochastic Rounding
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Stochastic Rounding
I M P R O V E D  T R A I N I N G  C O N V E R G E N C E  W I T H  N A T I V E S T O C H A S T I C  R O U N D I N G  S U P P O R T

Benefits of Stochastic Rounding
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Dynamic execution
C O - O P T I M I Z E  F L E X I B I L I T Y  A N D  P E R F O R M A N C E

HBM
Collective 

compute 

engines

Neuron cores

Vector 

engine

Tensor 

engineS
IM

D

Scalar 

engine

Neuron cores

Vector 

engine

Tensor 

engineS
IM

D

Scalar 

engine

Programmable control path,
coupled with highly optimized data path

• Dynamic shapes

• Control flow
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Dynamic execution
C O - O P T I M I Z E  F L E X I B I L I T Y  A N D  P E R F O R M A N C E

HBM
Collective 

compute 

engines

Neuron cores

Vector 

engine

Tensor 

engineS
IM

D

Scalar 

engine

Neuron cores

Vector 

engine

Tensor 

engineS
IM

D

Scalar 

engine

Programmable control path,
coupled with highly optimized data path

• Dynamic shapes

• Control flow

Control

CPU
Datapath

(ALUs, Multiplexes)

Memory
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Extendible instruction set architecture
E F F I C I E N T L Y  E X E C U T E  C U S T O M  O P E R A T O R S  O N - D E V I C E

Neuron cores

Vector 

engine

Tensor 

engineS
IM

D

Scalar 

engine

Neuron cores

Vector 

engine

Tensor 

engineS
IM

D

Scalar 

engine

HBM
Collective 

compute 

engines

Deeply embedded vector processors

• Extra wide memory interface

• Execute custom operators on-device

Control

CPU
Datapath

(ALUs, Multiplexes)

Memory

Vector Processor
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Collective communication with Trainium

Key to scale-out training

Multiple supported operations, including:

• AllReduce

• AllGather

• ReduceScatter

• Send/receive

• Broadcast

• AlltoAll

• …
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Collective communication with Trainium
E X A M P L E  – F L A T  R I N G  T O P O L O G Y
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Collective communication with Trainium
T W O - L E V E L  I N T E R C O N N E C T
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Collective communication with Trainium
T W O - L E V E L  I N T E R C O N N E C T

H I G H  S P E E D  L O C A L  
I N T E R C O N N E C T
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Collective communication with Trainium
T W O - L E V E L  I N T E R C O N N E C T

H I G H  S P E E D  L O C A L  
I N T E R C O N N E C T

E F A V 2
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Collective communication with Trainium
2 D C O L L E C T I V E  C O M M U N I C A T I O N

H I G H  S P E E D  L O C A L  
I N T E R C O N N E C T

E F A V 2
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Collective communication with Trainium
I M P R O V E D  P E R F O R M A N C E  W I T H  2 D  R I N G  A L L - R E D U C E

Ring AllReduce time

2D-Ring AllReduce time

# T r a i n i u m s

T i m e

5 1 21 6

-75%
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Trn1 performance

Hugging Face BERT-Large Ph1 Pretrain; 128 Seqlen

trn1 – BF16(SR), p4d – Mixed Precision (BF16/FP32)

Single Node: Trn1 1.5x faster

Cluster: Trn1 1.6x faster

H I G H E R  P E R F O R M A N C E  A T  L O W E R  C O S T

Throughput

Single Node: Trn1 2.3x lower cost

Cluster: Trn1 2.4x lower cost

Training Cost

0
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1 16
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2.4x
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Neuron SDK
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AWS Neuron SDK

Neuron compiler

Neuron runtime

Developer tools

Framework integration

github.com/aws/aws-neuron-sdk

TensorFlow, the TensorFlow logo and any related marks are trademarks of Google Inc.

PyTorch, the PyTorch logo and any related marks are trademarks of Facebook, Inc.

https://awsdocs-neuron.readthedocs-hosted.com

http://github.com/aws/aws-neuron-sdk
https://awsdocs-neuron.readthedocs-hosted.com/
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AWS Neuron SDK - Compiler
T H E  A W S  N E U R O N  C O M P I L E R
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AWS Neuron SDK - Compiler
T H E  A W S  N E U R O N  C O M P I L E R

Graph optimizations
(hardware agnostic)
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AWS Neuron SDK - Compiler
T H E  A W S  N E U R O N  C O M P I L E R

Loop optimizations
(layout, tiling, vectorization, pipelining)

Graph optimizations
(hardware agnostic)
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AWS Neuron SDK - Compiler
T H E  A W S  N E U R O N  C O M P I L E R

Loop optimizations
(layout, tiling, vectorization, pipelining)

Hardware intrinsic mapping

z = matmul_128x128(x,y)

Graph optimizations
(hardware agnostic)
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AWS Neuron SDK - Compiler
T H E  A W S  N E U R O N  C O M P I L E R

Loop optimizations
(layout, tiling, vectorization, pipelining)

Hardware intrinsic mapping

z = matmul_128x128(x,y)

Scheduling and allocation
(working set minimization, latency hiding)

Graph optimizations
(hardware agnostic)
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Full framework 

integration, JIT,

Eager debug mode,

collective communication

Framework

integration

Scale up to

30K+ devices, integration 

with distributed training 

libraries, and EFAv2

Distributed 

training

Support for custom

ops, dynamic shapes, 

new data types, and 

Stochastic Rounding 

Flexible and 

extendable

SageMaker, Amazon EKS, 

Amazon ECS, 

AWS ParallelCluster, 

AWS Batch, AMIs

Fully integrated  

with AWS

AWS Neuron extensions for training
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PyTorch and Trainium
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PyTorch and Trainium
P E R F O R M A N C E  A N D  E A S E  O F  U S E
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P E R F O R M A N C E  A N D  E A S E  O F  U S E

PyTorch

Compiler-based linear algebra 

execution engine

LazyTensors: eager execution 

and compilation

PyTorch / XLA

XLA

NeuronCC

Convert PyTorch operations into 

corresponding XLA operations

PyTorch and Trainium
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P E R F O R M A N C E  A N D  E A S E  O F  U S E

PyTorch
LazyTensors: eager execution 

and compilation

PyTorch / XLA

XLA

NeuronCC

Convert PyTorch operations into 

corresponding XLA operations

JIT cache Hiding compilation overhead

Compiler-based linear algebra 

execution engine

PyTorch and Trainium
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Ease of use

Bring your own model

JIT compile to Trainium
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Performant Scaling on Trainium

Torch.distributed

(all-reduce, all-gather, reduce-

scatter)

Distributed Data Parallel  + Multi-Node 
support torchrun

Mixed Precision Support 
(FP16, BF16, FP32)

FSDP

(Fully Sharded Data Parallel):

coming soon…
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Monitoring and debug

Neuron Top Neuron ls
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Monitoring and debug

Tensorboard
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Scaling on Multi-Node

Model # Nodes Topology Microbatch

Global 

Minibatch

Performance 

[seq/sec]

Scaling 

Efficiency

BERT-Large Phase1

pre-training

1 [32xNC(DP)] 16 16,384 2,846

BERT-Large Phase1

pre-training

16 [32xNC(DP)] 

x 16Nodes(DP)

16 262,144 42,484 93%

BERT-Large Phase2

pre-training

1 [32xNC(DP)] 2 32,768 479

BERT-Large Phase2

pre-training

16 [32xNC(DP)]

x 16Nodes(DP)

2 524,288 7187 94%

GPT3-6.7B

pre-training

1 [8xNC(TP)x4(DP)] 1 64 7

GPT3-6.7B

pre-training

16 [8xNC(TP)x4(DP)]

x 16Nodes(DP)

1 1024 110 94%

T R A I N I N G  P E R F O R M A N C E  O N  T R A I N I U M



© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Putting it all together

… A day in a life of 175 Billion Parameters
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GPT-3 on Trainium

16175 Billion 

Parameters
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GPT-3 on Trainium

Weight Gradient
Weight

(master-copy)

Optimizer State

175 B i l l i o n  

P a r a m e t e r s

16 Bytes
p e r  P a r a m e t e r

M E M O R Y  F O O T P R I N T  W I T H  M I X E D  P R E C I S I O N
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GPT-3 on Trainium

175 B i l l i o n  

P a r a m e t e r s

Weight Gradient

Weight

(master-copy)

Optimizer State

M E M O R Y  F O O T P R I N T  W I T H  M I X E D  P R E C I S I O N

16 Bytes
p e r  P a r a m e t e r

2.8 TBytes
o f  p a r a m e t e r

m e m o r y  f o o t p r i n t



© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

GPT-3 on Trainium
M E M O R Y  F O O T P R I N T  W I T H  M I X E D  P R E C I S I O N

Trn1

1 6  I N S T A N C E S

2.8 TBytes
o f  p a r a m e t e r

m e m o r y  f o o t p r i n t

Weight Gradient

Weight

(master-copy)

Optimizer State

16 Bytes
p e r  P a r a m e t e r
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GPT-3 on Trainium
M E M O R Y  F O O T P R I N T  W I T H  B F L O A T 1 6  A N D  S T O C H A S T I C  R O U N D I N G

2.8 TBytes
o f  p a r a m e t e r

m e m o r y  f o o t p r i n t

Weight Gradient

Weight

(master-copy)

Optimizer State

16 Bytes
p e r  P a r a m e t e r

Trn1

1 6 I N S T A N C E S
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GPT-3 on Trainium

1.4 TBytes
o f  p a r a m e t e r

m e m o r y  f o o t p r i n t

M E M O R Y  F O O T P R I N T  W I T H  B F L O A T 1 6  A N D  S T O C H A S T I C  R O U N D I N G

Trn1

8  I N S T A N C E S
Weight Gradient

Optimizer State

8 Bytes
p e r  P a r a m e t e r
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GPT-3 on Trainium
C O M M U N I C A T I O N  O V E R H E A D

8  I N S T A N C E S

Trn1
(800Gbps)

communication

overhead
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GPT-3 on Trainium
C O M M U N I C A T I O N  O V E R H E A D

8 I N S T A N C E S1 6 I N S T A N C E S

Trn1n
(1600Gbps)

8 I N S T A N C E S

P4d
(400Gbps)

Trn1
(800Gbps)

communication

overhead

communication

overhead

communication

overhead
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GPT-3 on Trainium
C O M M U N I C A T I O N  O V E R H E A D

8 I N S T A N C E S1 6 I N S T A N C E S

Trn1n
(1600Gbps)

8 I N S T A N C E S

P4d
(400Gbps)

Trn1
(800Gbps)

communication

overhead

communication

overhead

communication

overhead
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GPT-3

GPT-3 on Trainium
G P T - 3  A R C H I T E C T U R E

Transformer

Decoder

Transformer

Decoder

Transformer

Decoder

Transformer

Decoder

Masked

Self-Attention

Feed Forward

Neural Network
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GPT-3 on Trainium
M A S K E D  S E L F - A T T E N T I O N

Masked

Self-Attention

Trainium
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GPT-3 on Trainium
S P A R S E  M A S K E D  S E L F - A T T E N T I O N

Masked

Self-Attention

1 0 0 0 0

0.4 0.6 0 0 0

0.2 0.3 0.5 0 0

0.5 0.2 0.2 0.1 0

0.3 0.1 0.3 0.2 0.1

SOFTMAX

MASK

DOT
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GPT-3 on Trainium
S P A R S E  M A S K E D  S E L F - A T T E N T I O N

1 0 0 0 0

0.4 0.6 0 0 0

0.2 0.3 0.5 0 0

0.5 0.2 0.2 0.1 0

0.3 0.1 0.3 0.2 0.1

Masked

Self-Attention

50%
computation time reduction 

with sparse attention

SOFTMAX

MASK

DOT
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Best cost to train with Trn1
A M A Z O N  E C 2  T R N 1  I N S T A N C E S  D E L I V E R  O P T I M I Z E D  T R A I N I N G  P R I C E  P E R F O R M A N C E

Higher throughput

Trn1.32xl

P4d.24xl 1x

T h r o u g h p u t

1.5x

Lower cost
Trn1.32xl

P4d.24xl 1x

C o s t - t o - t r a i n

0.5x
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Amazon EC2 Inf2 instances
I N  P R E V I E W :  T H E  M O S T  C O S T - E F F I C I E N T  D L  I N F E R E N C E  I N S T A N C E

EC2 Inf2 instances
Fastest and lowest-cost inference in the cloud

AWS Inferentia2
High performance machine learning inference 

chip, purpose-built by AWS
B F 1 6 / F P 1 6 I N T 8

4.6 Peta OPS2.3 Peta FLOPS

T R A N S I S T O R S  P E R  C H I P

55,000,000,000

Inf2

A G G R E G A T E  
A C C E L E R A T O R
M E M O R Y

384 GB

N E T W O R K
C O N N E C T I V I T Y

100 Gbps

N E U R O N - C O R E  V 2

N E U R O N - L I N K  V 2

P Y T O R C H ,  
T E N S O R F L O W ,  
S U P P O R T E D



© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Up to 2.5x higher throughput (vs. Inf1)

15x more memory bandwidth

Deploy 175B parameter models in a single server

Instance size vCPUs
Inferentia2

chips

Accelerator 

memory
NeuronLink Instance memory Instance networking

Inf2.xlarge 4 1 32 GB N/A 16 GB Up to 15 Gbps

Inf2.8xlarge 32 1 32 GB N/A 128 GB Up to 25 Gbps

Inf2.24xlarge 96 6 192 GB N/A 384 GB 50 Gbps

Inf2.48xlarge 192 12 384 GB 192 GB/s 768 GB 100 Gbps

Amazon EC2 Inf2 instances 
I N  P R E V I E W :  T H E  M O S T  C O S T - E F F I C I E N T D L  I N F E R E N C E  I N S T A N C E
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Amazon EC2 Trn1
P O W E R E D  B Y A W S  T R A I N I U M

The most cost-efficient high-performance 

ML training instance Get started today!
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Thank you!
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Please complete the session 
survey in the mobile app

Ron Diamant

diamant@amazon.com

Nitin Nagarkatte

nitingn@amazon.com

Hamid Shojanazeri

hamidnazeri@meta.com


