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Amazon Aurora
Enterprise database at open source price

Delivered as a managed service

Amazon Aurora

Speed and availability of high-end commercial databases

Simplicity and cost-effectiveness of open-source databases

Drop-in compatibility with MySQL and PostgreSQL

Simple pay-as-you-go pricing
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Existing Multi-Master solutions
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Scale-out, distributed architecture
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Scale-out, distributed architecture

New with Multi-Master

✓ Write scale out

✓ Continuous availability

Storage nodes with SSDs

Shared storage volume

SQL

Transactions

Caching

Availability Zone 1

SQL

Transactions

Caching

Availability Zone 2



© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved.



Read and write scale out
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I/O profile comparison
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Shared distributed storage volume
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Shared distributed storage volume
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Shared distributed storage volume
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Conflict detection summary

- Aurora Multi-Master uses optimistic conflict detection

- Storage nodes detect conflicts

- A transaction is only committed and acknowledged after the 
transaction is durable and conflicts have been resolved
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Consistency model

Instance Read-After-Write (INSTANCE_RAW): A transaction can observe 
all transactions previously committed on this instance, and transactions 
executed on other nodes, subject to replication lag

Regional Read-After-Write (REGIONAL_RAW): A transaction can observe 
all transactions previously committed on all instances in the cluster

18



Consistency model
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Changing the consistency model of a session

mysql> select @@aurora_mm_session_consistency_level; 
+---------------------------------------+ 
| @@aurora_mm_session_consistency_level | 
+---------------------------------------+ 
| INSTANCE_RAW |
+---------------------------------------+ 
1 row in set (0.01 sec) 

mysql> set session aurora_mm_session_consistency_level = 'REGIONAL_RAW’; 
Query OK, 0 rows affected (0.00 sec) 

mysql> select @@aurora_mm_session_consistency_level; 
+---------------------------------------+ 
| @@aurora_mm_session_consistency_level |
+---------------------------------------+ 
| REGIONAL_RAW |
+---------------------------------------+ 
1 row in set (0.03 sec) 



Scalability
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Failover time for an unmodified application
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Connecting to the cluster

The cluster endpoint follows an available instance. The cluster endpoint will 
be changed in case of a failover.

Each instance has an instance endpoint pointing to a specific instance

Custom endpoints allow more flexibility



Performance best practices

Structure the workload to limit 
conflicts between database 
instances. For example, prefer writing 
to a table from a single database 
instance.

Use the instance endpoint to 
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Handling conflict in the application

Physical and logical conflicts cause a deadlock error  to be returned

Conflicts can be monitored from information_schema 
multiwriter_conflict_statistics and from Amazon CloudWatch

mysql> select `table`, `index`, physical_conflicts, logical_conflicts, split_conflicts from 
information_schema.multiwriter_conflict_statistics limit 10; 
+--------+---------+--------------------+-------------------+-----------------+
| table  | index   |physical_conflicts  | logical_conflicts | split_conflicts | 
+--------+---------+--------------------+-------------------+-----------------+
| test90 | PRIMARY |                  0 |                 0 |               0 |
| test90 | k_90    |                  0 |                 0 |               0 |               
| test94 | PRIMARY |                  0 |                 0 |               0 |              
| test94 | k_94    |                  0 |                 0 |               0 |              
| test97 | PRIMARY |                  0 |                 0 |               0 |            
| test97 | k_97    |                  0 |                 0 |               0 |              
| test2  | PRIMARY |                  0 |                 0 |               0 |              
| test2  | k_2     |                  0 |                 0 |               0 |             
| test98 | PRIMARY |                  0 |                 0 |               0 |             
| test98 | k_98    |                  0 |                 0 |               0 |             
+--------+---------+--------------------+-------------------+-----------------+
10 rows in set (0.16 sec)



Availability best practices
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Monitoring cluster health

mysql> select server_id, replica_lag_in_milliseconds, last_reported_status from 
information_schema.replica_host_status;

+----------------------+------------------------------+----------------------+ 
| server_id | replica_lag_in_milliseconds  | last_reported_status |
+----------------------+------------------------------+----------------------+ 
| mm-reinvent-demo-1-1 | 37.302 | Online               | 
| mm-reinvent-demo-1-2 | 39.907 | Online               |
+----------------------+------------------------------+----------------------+
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Summary

Aurora Multi-Master enables:

- Have multiple writers to scale write throughput

- Have writers in multiple Availability Zones for continuous availability

Available now for Aurora compatible with MySQL 5.6
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25+ free digital training courses cover topics and services 
related to databases, including: 

Validate expertise with the new AWS Certified Database - Specialty beta 
exam

Learn databases with AWS Training and Certification

• Amazon Aurora 

• Amazon Neptune

• Amazon DocumentDB

• Amazon DynamoDB

• Amazon ElastiCache

• Amazon Redshift

• Amazon RDS

Visit aws.training

Resources created by the experts at AWS to help you build and validate database skills
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