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Why BPF is changing linux













Netconf 2018 

Alexei Starvoitov



Kernel Recipes 2019, Alexei Starovoitov

~40 active BPF programs on every Facebook server
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BPF internals





BPF 2019: aka extended BPF

bpftrace

BPF Microconference

XDP

& Facebook Katran, Google KRSI, Netflix flowsrus,

and many more

bpfconf





BPF is open source and in the Linux kernel

(you’re all getting it)

BPF is also now a technology name,

and no longer an acronym





Is BPF Turing complete?
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Performance analysis



BPF enables a new class of

custom, efficient, and production-safe

performance analysis tools



BPF

Performance

Tools



Tool examples by subsystem

1. CPUs (scheduling)

2. Memory

3. Disks

4. File systems

5. Networking

6. Languages

7. Applications

8. Kernel

9. Hypervisors

10. Containers



Tool extensions & sources

.py: BCC (Python)

.bt: bpftrace

(some tools exist for both)

https://github.com/iovisor/bcc

https://github.com/iovisor/bpftrace

https://github.com/brendangregg/bpf-perf-tools-book































That was only 

14 out of 

150+ tools

All are

open source

Not all 150+
tools shown here



Coping with so many BPF tools at Netflix

⚫ On Netflix servers, /apps/nflx-bpf-alltools has all the tools

— BCC, bpftrace, my book, Netflix internal

— Open source at: https://github.com/Netflix-Skunkworks/bpftoolkit

⚫ Latest tools are fetched & put in a hierarchy: cpu, disk, …

⚫

⚫

⚫

⚫

⚫ We are also building GUIs to front these tools



© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Tool development



Only one engineer at your company

needs to learn tool development

They can turn everyone’s ideas into tools





























Netflix Vector 

(old)



Grafana at Netflix



Takeaways

Add BCC & bpftrace

packages to your servers

Start using BPF perf tools 

directly or via GUIs

Identify 1+ engineer at your 

company to develop

tools & GUIs

From: BPF Performance Tools: Linux System and Application 

Observability, Brendan Gregg, Addison Wesley 2019



Thanks & URLs

BPF: Alexei Starovoitov, Daniel Borkmann, David S. Miller, Linus Torvalds, BPF community

BCC: Brenden Blanco, Yonghong Song, Sasha Goldsthein, BCC community

bpftrace: Alastair Robertson, Matheus Marchini, Dan Xu, bpftrace community

https://github.com/iovisor/bcc

https://github.com/iovisor/bpftrace

https://github.com/brendangregg/bpf-perf-tools-book

http://www.brendangregg.com/ebpf.html

http://www.brendangregg.com/bpf-performance-tools-book.html

All diagrams and photos (slides 11 & 22) are my own; slide 12 is from KernelRecipes: https://www.youtube.com/watch?v=bbHFg9IsTk8

https://github.com/iovisor/bcc
https://github.com/iovisor/bpftrace
https://github.com/brendangregg/bpf-perf-tools-book
http://www.brendangregg.com/ebpf.html
http://www.brendangregg.com/bpf-performance-tools-book.html


Thank you!
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Brendan Gregg

@brendangregg
bgregg@netflix.com



Please complete the session 
survey in the mobile app.

!
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