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The deep learning Amazon machine image (AMI)

• With Amazon Elastic Inference



Training with PyTorch estimators



Deploying PyTorch at scale with Amazon SageMaker



PyTorch in Amazon SageMaker Local



PyTorch Lightning on AWS
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What is PyTorch?

An open source deep learning platform

GPU-enabled Tensors with behaviour similar to NumPy



What is PyTorch?

Graphs are defined 
dynamically, as they are 
executed in Python

Fast tape-based autograd



What is PyTorch?
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ANDROID - MAVEN iOS - COCOAPODS

MODEL OPTIMIZATION (OPTIONAL)

PYTORCH MOBILE 

• No separate runtime to export

P Y T O R C H  1 . 3

AUTHOR A MODEL IN PYTORCH

C O M I N G  S O O N

• Build-level optimization and selective compilation

• Whole program optimization with link time optimization

End-to-end workflows for mobile in iOS 

and Android: 

EXPER IMENTAL



QUANTIZAT ION

P Y T O R C H  1 . 3

4X
L E S S  M E M O R Y  

U S A G E

2-4X
S P E E D U P S  I N  

C O M P U T E

EXPER IMENTAL

• Neural networks inference is expensive

• IoT and mobile devices have limited resources

• Quantizing models enables efficient inference at scale
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NCHW = [’N’, ‘C’, ‘H’, ‘W’]

images = torch.randn(32, 3, 56, 56, names=NCHW)

images.sum(' ')

images.select(' ', 0)

NAMED TENSORS

# Tensor[N, C, H, W]

images = torch.randn(32, 3, 56, 56)

images.sum(dim=1)

images.select(dim=1, index=0)

Today we name and access dimensions by comment

But naming explicitly leads to more readable and maintainable 

code

EXPER IMENTAL

• Enables cleaner, better code with more expressivity —

tensors are manipulated based on names

• Code becomes self-documenting by adding names to tensor 

dimensions

• Prevent silent user errors through runtime checking of 

names



A static, high-performance subset 

of Python.

1. Prototype your model with PyTorch

2. Control flow is preserved

3. First-class support for lists, dictionaries, etc.

T O R C H S C R I P T



An optimizing just-in-time compiler

for PyTorch programs.

1. Lightweight, thread-safe interpreter

2. Easy to write custom transformations

3. Not just for inference! Autodiff support

P Y T O R C H  J I T



N E W  L I B R A R I E S

N E W  F R A M E W O R K S

N E W  C O R E  F R A M E W O R K  F E A T U R E S  

PYTORCH 1 .3



CRYPTEN import crypten

import torch

crypten.init()        # sets up communication

x = torch.tensor([1.0, 2.0, 3.0])

x_enc = crypten.cryptensor(x)   # encrypts tensor

x_dec = x_enc.get_plain_text()    # decrypts tensor

assert torch.all_close(x_dec, x) # this passes!

y_enc = crypten.cryptensor([2.0, 3.0, 4.0])

xy_enc = x_enc + y_enc # adds encrypted tensors

xy_dec = xy_enc.get_plain_text()

assert torch.all_close(xy_dec, x + y) # this passes!

z = torch.tensor([4.0, 5.0, 6.0])

xz_enc = x_enc + z      # adds FloatTensor to CrypTensor

xz_dec = xz_enc.get_plain_text()

assert torch.all_close(xz_dec, x + z) # this passes!

P Y T O R C H  1 . 3

K E Y  F E A T U R E S :

• Tensors and CrypTensors coexist and can be mixed and 

matched

• Uses standard eager execution — no compilers! Easy 

debugging and learning

• Support for secure multi-party computation (MPC)

• Homomorphic encryption (FHE)  ( C O M I N G )

• Trusted execution environments ( C O M I N G )

A platform for research in machine learning using 

secure-computation techniques



CAPTUM

Text contributions: 7.54    

Image contributions: 11.19     

Total contributions: 18.73
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S U P P O R T  F O R  A T T R I B U T I O N  A L G O R I T H M S  

T O  I N T E R P R E T :

• Output predictions with respect to inputs

• Output predictions with respect to layers

• Neurons with respect to inputs

• Currently provides gradient-based approaches 

(e.g., Integrated Gradients)

Model interpretability library for PyTorch
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• Support for the latest models and new tasks

• Increased flexibility to aid computer vision research

• Improvements in maintainability and scalability to support 

production use cases

DETECTRON2

P Y T O R C H  1 . 3



SPEECH EXTENSIONS TO 

FAIRSEQ

N E W  F E A T U R E S  I N C L U D E :

• Attention-based and CTC-based approaches

• Transformer-based ASR models

• Integration of the Wav2Letter++ decoder into Fairseq

• Compatible with torchaudio and Kaldi for feature extraction

P Y T O R C H  1 . 3

Now supports end-to-end learning for 

speech recognition



Resources

PyTorch.org 

Youtube.com/pytorch 

Twitter.com/pytorch

Facebook.com/pytorch

Medium.com/pytorch
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We build business software
that enables our customers to deliver 

moments of wow



Our scale

To add an image, select Click 
to insert image and find the 
image that you want to use. 

150,000+
Global customers

3 Million+
Support tickets per day

375,000
Active support agents



To consider

Diversity
Customers in insurance, finance, travel, logistics, etc.

Uniqueness
Each customer has unique vocabulary, jargon, technical terms

Security
Need to keep customer information private and secure, no sharing



Meet Jonathan

Categorization
What kind of issue is it?

System admin

Routing
Who is the best person to solve the customer’s problem?

Problem statement

Prioritization
How urgent is the issue?



The Goal
Reduce ticket assignment and resolution times

Improve triage and set context for agents



Ticket fields



What we needed

Build text classification models
Use ticket text and subject to predict fields

Quick, accurate, and small models
Chose Facebook’s fastText & PyTorch: high accuracy, quick modeling times,

quantization, extensibility

Faster model build times
Initial pipeline took 24–30 hours to build 35K models on a Spark cluster



Amazon SageMaker + PyTorch
Time taken to build 30k models significantly 

reduced from 24 hours to 60 minutes



Why PyTorch

Hassle-free transition
Transition from custom pipeline → PyTorch containers on Amazon SageMaker was seamless

Extensibility to deeper networks
Wanted to experiment with modern deep learning architectures

for embeddings & classifiers in PyTorch

Quantization, interpretability, and combining classifiers
Focus on smaller models, explaining predictions, and

building multi-head/multi-label classifiers



Amazon SageMaker

Predictive model Endpoints serving models

Scalable cluster

Endpoints interface API

Data lake

Hadoop HDFS

Scalable cluster

Data processing, extraction, etc. Predictive modeling APIs

Freshworks

suite

Data sources

Amazon S3

Data processing Training Inference Consumption
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Role-based ML learning paths for developers, data scientists, data 
platform engineers, and business decision makers

Learn ML with AWS Training and Certification

Visit https://aws.training/machinelearning

The same training that our own developers use, now available on demand

70+ free digital ML courses from AWS experts let you learn from 
real-world challenges tackled at AWS

Validate expertise with the 

AWS Certified Machine Learning - Specialty exam



Thank you!
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