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Agenda

• State of the art in NLP using SageMaker

• SageMaker PyTorch Support

• Lab [1] – Word Level Language Modeling Using PyTorch

• Train On Premise – Deploy in the Cloud

• Lab [2] – Toxic Comments Classification using Hugging Face 
Transformers and SageMaker

• Bonus Lab – CAPTUM – PyTorch Deep Learning Models Interpretability



Related sessions

AIM402-R1 [REPEAT] Deep learning with PyTorch

AIM412-R Deep learning applications using PyTorch, featuring Autodesk 

AIM412-R1 Deep learning applications with PyTorch, featuring 
Freshworks

AIM407-R Amazon SageMaker and PyTorch: Tips & tricks 

AIM407-R1 - [REPEAT] Amazon SageMaker and PyTorch: Tips & tricks
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State of the art in NLP

• Essential components of NLP

• Tokenize

• Remove Stop Words

• Lemmatize

• Replace Rare Words

• Embeddings

• Evolution of NLP from RNNs to Transformers

• Seq2Seq

• Attention

• Transformer

Source: 

• A Deep Dive into NLP with PyTorch – PyData London 2019

• https://www.youtube.com/watch?v=4jROlXH9Nvc
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FRAMEWORKS INTERFACES INFRASTRUCTURE

AI Services

Broadest and deepest set of capabilities
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Bringing machine learning to all developers

A M A Z O N  S A G E M A K E R
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https://dashboard.eventengine.run

https://dashboard.eventengine.run/
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SageMaker PyTorch Support
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Save the model



Model Deployment - PyTorchPredictor

• model_fn() – load model

• input_fn() – convert input payload into a PyTorch Tensor

• predict_fn() – predict_fn() generates predictions from the model 
based on the return value of input_fn()

• output_fn() – serializes the output from predict_fn() so that it can 
be returned by the SageMaker Endpoint



Hosting the model
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Interpreting Results 
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Train on premise – Deploy in the cloud

• Start the workflow from your laptop

• Use your favorite IDE

• Deploy to the cloud using SageMaker

Deploy models

in production
Scale and manage

the production

environment

One-click 
Deployment

Fully 
managed with 
auto-scaling
for 75% less
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Toxic Comment Classification Challenge

• Comments from Wikipedia – human labeled

• 6 Levels – 6 Labels – Multiclass Classification

• Use Fastbert as a wrapper to use HuggingFace’s Models

• Debug the lab notebook and run inference on your own text

Source: 

• https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge/data

• https://github.com/kaushaltrivedi/fast-bert/tree/master/sample_notebooks

https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge/data
https://github.com/kaushaltrivedi/fast-bert/tree/master/sample_notebooks


Interpreting Results 
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Thank you!
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