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Agenda

Amazon SageMaker overview
Q&A
Set up for workshop

Hands-on workshop modules






The AWS ML stack: Broadest and deepest set of
capabilities

Vision | Documents | Speech | Language | Chatbots | Forecasting | Recommendations

Data labeling | Prebuilt algorithms and notebooks | One-click training and deployment

Support for ML frameworks | Compute options purpose-built for ML



The AWS ML stack

Broadest and deepest set of capabilities
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Amazon SageMaker: Build, train, and deploy ML
models at scale
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Amazon SageMaker:
models at scale
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Amazon SageMaker: Build, train, and deploy ML
models at scale
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Workshop options

— Sentiment analysis: Train a textCNN to classify
movie reviews as positive or negative and perform batch inference on a
set of reviews

« Local mode training
- Hosted training mode

- Batch prediction



Workshop options, cont'a

— Boston housing: While training a
regression MLP to predict house prices, use automatic model tuning to
find the best hyperparameters

Local mode training
Local mode endpoint
Hosted training mode with model extraction for running it elsewhere

« Automatic model tuning



Workshop options, cont'a

— Image classification: Train a CNN from
scratch to classify images. This notebook showcases two distributed
training approaches.

Distributed training using parameter servers

Distributed training using Horovod



Workshop setup

https://qithub.com/rthamman/reinvent-2019/

Click on README.md


https://github.com/rthamman/reinvent-2019/




Learn ML with AWS Training and Certification

The same training that our own developers use, now available on demand

Role-based ML learning paths for developers, data scientists, data
\ﬁ’ platform engineers, and business decision makers

‘:__ D’ 70+ free digital ML courses from AWS experts let you learn from
| = === real-world challenges tackled at AWS

Validate expertise with the
AWS Certified Machine Learning - Specialty exam

adAWS training and

© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved. ~ >) certification
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