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Agenda

- The key role of relational databases in Financial Services
- Introducing Amazon Aurora

- Critical durability & availability

- Scale & performance under load

- Audience Q&A



We need databases that provide:

Data structure and integrity
enforcement

Ad-hoc reporting, Highjsecurity and
visualization, and analysis © operational demands
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High-volume transaction System of record for
management diverse range of apps

Embedded triggers, functions,
process optimization



Relational databases
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Capable of
thousands of TPS

SQL

Easy to apply
query language

ACID

Transaction integrity
and consistency

Flexible

Wide variety
of use-cases

U
Durable

Survive multiple
physical failures



Amazon Aurora
Enterprise database at open-source pricing

Delivered as a managed service

Speed and availability of high-end commercial databases
+

+

Simplicity and cost-effectiveness of open-source databases
c Drop-in compatibility with MySQL and PostgreSQL

Amazon Aurora Simple pay-as-you-go pricing



Amazon Aurora innovations
Reimagining databases for the cloud

D Scale-out, distributed, multitenant design
2) Service-oriented architecture leveraging AWS services

3) Automate administrative tasks—fully managed service
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Durability & availability: traditional RDBMS

- Maintain uptime through hardware, data center, or regional level
availability or durability events. Data survives physical destruction.

- Critical Tier 1/0 applications often require recovery times (RTO) of one
hour or less and data recovery point (RPO) of less than 30 seconds
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Durability & availability: Amazon Aurora

- Taking full advantage of the AWS global infrastructure, Aurora solves
for Tier 1 availability requirements in unique ways
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Performance & scale: traditional RDBMS

- Financial Services use-cases put extreme demand on OLTP systems,
often experiencing peak periods of thousands of complex transactions

per second

- As storage volumes grow, it puts pressure on both the database
management engine and the underlying volume to either increase in
size or split up the load

Scale up Scale out
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Performance & scale: Amazon Aurora

- Aurora storage layer handles the heavy lifting of storage volume
growth and data block materialization

- Optimal cache efficiency and network communication is key for Aurora
to perform as expected due to separated storage system

Scale out read replicas

Read/Write master Read replica 1 Read replica n
SQL SQL SQL
Instance re-sizing
Transactions Transactions Transactions
| | |
Optimize cache Caching Caching Caching

] |

Log only; replica lag ~5ms

Optimize network path
Minimize I/O
Predicate push down \}

Shared storage system ' Storage auto-grows in 10 GB chunks
. Hot spot management



Performance variability under load
Aurora PostgreSQL is ~10x more consistent than PostgreSQL

SysBench response time (p95), 30 GiB, 1,024 clients
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Amazon Aurora—latest features

« Multimaster write scaling

Custom endpoints
Aurora serverless
Database backtrack
Instant clone

Data API
Performance insights

[ APPLICATION ]
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Q&A

Amazon Aurora high-level design

Read/Write master

SQL

Transactions
]

Caching

Read replica 1

SQL

Transactions
]

Caching

Read replica n

SQL

Transactions
]

Caching

Storage node commit process

Storage node

UPDATE
QUEUE DATA
B BLOCKS

Amazon S3 backup
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Thank you!
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