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About this Guide

This technical guide outlines the steps to assess the performance of Amazon Aurora MySQL 5.6 and Aurora MySQL 5.7 using the sysbench benchmarking tool. A link to an AWS CloudFormation template that launches and configures the AWS services required to deploy this solution using AWS best practices for security and availability.

The guide is intended for database administrators, developers and other technical personnel who are familiar with relational databases and architecting on the AWS Cloud.
Overview

To help customers assess the performance of Amazon Aurora MySQL 5.6 and Aurora MySQL 5.7 (Aurora MySQL 5.6/5.7), AWS is providing this guide, which includes an AWS CloudFormation template to automate the assessment process. The sysbench benchmarking tool is used to conduct the assessment. Although this guide uses sysbench to assess performance, you can adapt the instructions to use your preferred tool by adjusting the bash script referenced in this guide.

Assessing Amazon RDS for Aurora Performance Using Sysbench

Follow the instructions in this section to execute the following activities:

1. Deploy an AWS CloudFormation template to set up the necessary AWS resources that will be used to assess the performance of Amazon Aurora MySQL 5.6/5.7.

2. Run a performance assessment of Amazon Aurora MySQL 5.6/5.7 using the sysbench tool.

The performance assessment lets you simulate two different workloads:

- A simple read-heavy workload (100 percent read)
- A write-heavy workload (100 percent write)

Deploy the AWS CloudFormation Template

Deploying the AWS CloudFormation template sets up the following environment in the AWS Cloud.
The AWS CloudFormation template creates an Amazon Virtual Private Cloud (Amazon VPC) containing:

- An Amazon Elastic Compute Cloud (Amazon EC2) c5.18xlarge Amazon Linux instance running the sysbench tool and serving as a bastion host
- An Aurora MySQL 5.6/5.7 database (DB) instance, configured as an r4.16xlarge Amazon Linux instance
- An Amazon S3 bucket to place bash or other scripts that will be downloaded to the EC2 instance to execute

The instance is created in an Amazon VPC with enhanced networking enabled to ensure that throughput numbers are not constrained by network bandwidth. The Amazon EC2 instance queries the Aurora MySQL 5.6/5.7 database (DB) instance. Refer to Figure 2 for a screenshot of the AWS CloudFormation template that is deployed.
Figure 2: AWS CloudFormation stack
Creating the Stack

The stack is launched in the US East (N. Virginia) Region by default. Refer to Figure 2 and review the following details. Note that before you can create the stack, you need to review the acknowledgement and check the box.

- The default name of the stack is *benchmark*.
- Parameters:
  - The **BastionAmi** parameter points to a baseline Amazon Linux 2 AMI in the US East (N. Virginia) Region.
  - The **KeyName** parameter references the EC2 key pair that you can use to SSH into the bastion host.

### Steps to create the stack

1. **Optional:** Change the Stack name from the default and ensure that the name is entered in lowercase letters only. You may keep the default stack name, but ensure you do not have another stack named *benchmark*.

2. Under **Capabilities**, check the acknowledgement box indicating that AWS CloudFormation might create AWS Identity and Access Management (IAM) resources.

3. Select **Create stack**.

Once the AWS CloudFormation stack is complete, the **Outputs** section of the stack will list the following **Keys** (shown in Table 1 and Figure 3).
<table>
<thead>
<tr>
<th>AWS CloudFormation Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BastionHostEndpoint</strong></td>
</tr>
<tr>
<td><strong>ClusterEndpoint</strong></td>
</tr>
<tr>
<td><strong>DashboardUrl</strong></td>
</tr>
<tr>
<td><strong>StageWorkload</strong></td>
</tr>
<tr>
<td><strong>WorkloadCommandReader</strong></td>
</tr>
<tr>
<td><strong>WorkloadCommandWriter</strong></td>
</tr>
</tbody>
</table>
Figure 3: AWS CloudFormation example stack Outputs tab

Running the StageWorkload Bash Script

After the stack is created, the message `CREATE_COMPLETE` displays in your console.
Follow the steps below to run the bash script to set up the performance assessment tool.

**Steps to run the StageWorkload bash script**

**NOTE:** In order to run any command on your computer’s command line, ensure that AWS CLI is installed.

1. On the resulting screen, select the Outputs tab.
2. Under the Key column, locate the command labeled **StageWorkload**.
3. Copy the Value for this command and paste into your operating system’s command line.
4. Run the command.

A bash script is copied into the Amazon S3 bucket that is a part of this stack. The bash script contains the commands that will be executed to run the workload. As of the publication date, the bash script is configured and contains commands to run a sysbench workload. However, this script can be modified to run any workload.

**Performing an Assessment**

Once the **StageWorkload** command completes successfully (normally takes one to two seconds), you can run performance assessments for your Amazon Aurora database. You have two options for the performance assessment: (1) assess the reader workload or (2) assess the writer workload.

**Steps to run a performance assessment**

1. Determine whether you want to assess the reader workload or the writer workload.
2. Locate the appropriate Key for the assessment you want to run: either WorkloadCommandReader or WorkloadCommandWriter.
3. Copy the Value for the command and paste into your operating system’s command line.
4. Run the command.
The command performs the following actions (in sequence; for your reference):

1. Installs multiple tools (including automake, libtool, mysql-devel, mysql, and git).
2. Downloads the sysbench source code.
4. Deletes the test database, then creates the sysbench database on the ClusterEndpoint.
5. Uses sysbench to load the sysbench database with data.

Once the sysbench database is created, the script enters into a loop iterating 250 times. In each iteration, a new instance of sysbench is launched simulating 20 user connections. After a one second pause, the next iteration launches the next 20 connections. In just over 4 minutes, the connection count will reach 5,000 and a full load capacity.

**Accessing the Performance Dashboard**

Once the load is underway, you can view the performance dashboard for your Amazon Aurora cluster using the `DashboardUrl` key value.

<table>
<thead>
<tr>
<th>Steps to view the performance dashboard</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Locate the <code>DashboardUrl</code> key.</td>
</tr>
<tr>
<td>2. Select <strong>Value</strong> to view the dashboard.</td>
</tr>
</tbody>
</table>

Figure 4 is an example run on the read-only workload.
Figure 4 shows that there has been a steady state of more than 800,000 queries per second and close to 700,000 SELECTs per second with exactly 5,000 connections.

Subsequent runs

AWS Systems Manager is the tool that invokes the workload script and is part of the AWS platform. AWS Systems Manager will, among other things, allow users to execute commands on remotely configured systems. In this case, when we issue the WorkLoadCommandReader command line, the command starts with `aws ssm send-command`. This is the command line interface for sending a command to an instance or multiple instances. In our case, we are issuing two commands. The first command downloads the workload bash script from Amazon S3 and the second command executes the bash script. Once you issue `send-command`, you can view the progress of the command as it runs on the AWS Systems Manager console.
You can stop the current benchmark workload and start another one.

**Steps to stop the current benchmark workload and start another one**

1. Navigate to the [AWS Systems Manager console](https://aws.amazon.com/).
2. Select the **Command ID** and then select **Cancel Command**.

Cancelling the command will stop the current running benchmark test.

![Sample commands screen on the AWS Systems Manager console](image)

**Figure 4: Sample commands screen on the AWS Systems Manager console**

While this specific implementation demonstrates a use case where more than 800,000 queries per second are executed against a single Amazon Aurora instance, you may use this framework to run your own custom bash script or other load testing framework against Amazon Aurora as a part of your own proof of concept or benchmarking tests.
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