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Whoam | ?

Arthur Petitpierre — arthurpt@amazon.com / @ArthurPtP
Specialist Solutions Architect — A1 Instances @AWS

Previously:

« HPC Specialist SA @AWS

« HPC Services CTO @ATOS
« And a few other stuffs...

Occasionally deliver Snowballs around Paris Seattle on a cargo-
bike

© 2019, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS


mailto:arthurpt@amazon.com

Amazon EC2 purchase options

On-Demand Reserved Instances Spot Instances
Pay for compute capacity Make a 1 or 3-year commitment Spare EC2 capacity at
the second with no and receive a significant discount off savings of up to 90%
long-term commitments On-Demand prices off On-Demand prices
Spiky workloads, Committed & Fault-tolerant, flexible,
to define needs steady-state usage stateless workloads
aWws
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Spot is easy
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Bidding



Large customer base
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B2B enterprise tech
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Amazon EC2 Spot integrations

W oW o & @ @

Auto AWS Amazon AWS Data Amazon Elastic Amazon Elastic AWS
Scaling Batch EMR Pipeline Container Service Container Service CloudFormation
for Kubernetes

cloudera O < £ {3Bamboo

AWS Thinkbox docker kubernetes

Deadline
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‘ Jenkins Oubole 2 databricks E“g MESOS

Terraform
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s my workload Spot Ready?

Stateless Fault-Tolerant Flexible: Multi-

AZ and Instance
Flexibility
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Looks familiar?
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Loosely Coupled
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Spot pricing model change — no more bidding

Spot Instance Pricing History

A

Product: | Linux/UNIX (An ¥ Instance type: | r4.2xlarge Daterange:| 1 week +
Date

$5.32 11/29/2017
1:42:22 PM UTC-0800

) : On-Demand price
$0.53 On-Demahd|price N
$0.5320

Availability Zone Price

us-east-1a $0.1470
us-east-1b $0.1486
M us-east-1c $0.1515
M us-east-1d $0.1470
M us-east-1e $0.1445
us-east-1f $0.1434
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EC2 Spot pools - instance flexibility
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Each instance family

Each instance size

Each Availability Zone (69)

In every region (22)
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Monitoring Spot usage — Savings Summary

Savings Summary

A high-level summary of your savings across all of your running Spot Instances.
For detailed reporting on your account-level Spot usage, visit Cost Explorer.

Spot usage and savings

47

Spot Instances

Details

c3.large (2)
cd.large (6)

ch large (3)
ma.large (6)
ra.large (6)

t2. medium {12)
t2 large (12)

178
vCPU-hours

838 vCPU-hours
12 vCPU-hours
6 vCPU-hours

12 vCPU-hours
12 vCPU-hours
24 vCPU-hours
24 vCPU-hours

487.5
Mem(GiB)-hours

165 mem{GiB)-hours
22.5 mem{GIiB)-hours
12 mem{GiB)-hours
48 mem(GiB)-hours
96 mem(GiB)-hours
48 mem(GiB)-hours
96 mem{GiB)-hours

$2.66

Spot total

12%

Savings

Average cost per vCFPU-hour: 50.0150

Average cost per mem(GiB)-hour: $0.0055

$1.37 total
$0.20 total
$0.11 total
$0.22 total
$0.23 total
$0.18 total
$0.36 total

Yo SAVINGS
o savings
Yo 5AVINGS
Yo SAVINGS
Yo SAVINGS
Yo 5AVINGS
Yo saVINgs




What about interruptions?

Minimal interruptions
Over 95% of the instances were not
interrupted in the last 3 months

The work you are doing to make
your applications fault-tolerant
also benefits Spot

Any application that can can have part
or all of the work, paused and resumed
or restarted, can use Spot.

Spot is optimized for stateless,
| ﬂ \ | fault-tolerant, or flexible workloads.

Check for 2-minute instance termination notice via instance
metadata or CloudWatch Events and automate by:
Checkpointing

Draining from ELB

Using stop-start and hibernate to restart faster
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EC2 Spot with Amazon EKS

@ kubernetes

 Run a DaemonSet on every worker to catch the Spot interruption and coordon & drain the node

» Use labels to identify Spot nodes (for the DaemonSet, and other purposes — affinity & tolerations?)

dWws
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Multiple instance types & purchase options in ASG

The new ASG
combines purchase
options, instance
types and AZs in a
single ASG

© 2019, Amazon Web Services, Inc. or its Affiliates. All rights reserved.

Availability Availability

https://tinyurl.com/NewASGblog

VPC

m4.large Spot Instances

mb5.large Spot Instances

rr"D c4.xlarge On-Demand instances
Availability Single ASG
Zone3
dWws



Main takeaways for success with Spot

Be instance type agnostic and let ASG/Fleet provide the required capacity at the lowest price
Adopt Launch Templates to benefit from new ASG and Fleet features
New instance families generally have higher interruption rates

Architect for fault-tolerance to be Spot compatible and increase your availability

© 2019, Amazon Web Services, Inc. or its Affiliates. All rights reserved.
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Amazon
EC2 Spot Instances

EC2 Spot instance Workshops:
https://ec2spotworkshops.com



https://ec2spotworkshops.com/

Choice of processors and architectures

intel) adWsS
(intel AMD | 2
Intel Xeon Scalable AMD EPYC processor AWS Graviton processor
(Skylake) processor 64-bit Arm

+ Choice of GPUs and FPGAs for compute acceleration

\/

Right compute for each application and workload

dWws
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First instance powered by AWS Graviton Processor

Amazon EC2 A1

Run scale-out and Arm-based applications in the cloud

AWS Graviton Processor
Up to 45% cost savings 64-bit Arm Neoverse cores and
custom AWS silicon

\/

Flexibility and choice for Lower cost
your workloads

Maximize resource
efficiency with AWS Nitro
System

dWS
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Target applications for Amazon EC2 A1

Web tier

© 2019, Amazon Web Services

Containerized microservices

Caching fleets

=Q

loT, Gaming, Arm workloads

, Inc. or its Affiliates. All rights reserved.

dWws



Arm software ecosystem for A1 instances

OSVs and ISVs Containers Tools

Amazon Linux 2

Most Docker official images support @,—
o

Ubuntu 16.04, 18.04 armo64

and newer AWS AWS Systems Amazon
Marketplace Manager CloudWatch

Red Hat Enterprise Linux

>

ubuntu®

7.6 and 8.0 " — .
</>
- - RIRES IR
QW SUSE Linux Enterprise Server -
wmggmge fOI' Arm 15 cOd:(‘;Iz;mit CodePipeline
Docker Desktop Community and Amazon Amazon
- Docker Enterprise Engine
(BetEl) 2 ECS EKS 8%8
Amazon
Added since launch: Available today! Public Preview! Inspector AWS Batch
Fedora Rawhide, Fedora Atomic, Debian 10,
and Ubuntu 18.10 (Bionic) + Amazon Corretto (OpenlJDK)

More coming soon.

dWS
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Amazon EKS A1 Preview

0 Why GitHub? Enterprise Explore Marketplace Pricing Search /. Signin

aws [ containers-roadmap ® watch 2k

<> Code Pull requ Proje Security Insights

Branch: master containers-roadmap / preview-programs / eks-ec2-al-preview / Find file = History

&' andyhopp Updated README to

README.md
amazon-eks-arm-nodegroup.yaml| Add YAML files for ARM pr
rs-auth-cm-armé4.yaml Add YAML files for ARM pr

i5-kBs-cni-arméd.yam| Add YAML files for ARM prev

EEREADME.md

Amazon EKS A1 Instances Preview Program

Start here to participate in the Amazon EC2 A1 instance preview program for Amazon Elastic Container Service for
Kubernetes (EKS). Using the instructions and code in this repository you can run containers using EC2 Al instances on a
Kubernetes cluster that is managed by Amazon EKS.

Amazon EC2 Al instances deliver significant cost savings for scale-out and Arm-based applications such as web servers,
containerized microservices, caching fleets, and distributed data stores.

Note: The assets and instructions in this repository folder are offered as part of a public preview program administered by
AWS.

Using the instructions and assets in this repository folder is governed as a preview program under the AWS Service
Terms.
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Blog shout out - Cost optimization for Kubernetes on AWS

aws Contact Sales  Support * My Account + (Create an AWS Account
o L ] o
’ hIS pOSt WaS Contrlb uted by Products Solutions Pricing Documentation Learn Partner Network AWS Marketplace Customer Enablement Events Explore More Q.
Containers

Cosﬂt‘ppt!n"uz_atlop for Kubernetes on AWS Resources

]
On aln er ero a Se V V 2019 | in Advanced (300), Amazon Elastic Kubernetes St rs, Intermediate (200) | Permalink | @
Comments | ™ Share . . o o
Amazon Container Services
, AWS Fargate

This post was contributed by AWS Container Hero, Casey Lee, Director of Engineering for Liatrio Amazon Elastic Container Service (ECS)

o Amazon Elastic Kubernetes Service (EKS)
The combination of Amazon EKS for a managed Kubernetes control plane and Amazon EC2 for elastic Kubernetes nodes
AWS App Mesh

n " L
offers an ideal environment to run containerized workloads. Not only does this enable builders to quickly create their N
. Amazon Elastic Container Registry (ECR)
Kubernetes clusters, it also allows builders to scale their clusters as needed to meet the demands of their users. However, AWS Cloud M
S Cloud Maj
’ care must be taken to ensure that the cost optimization pillar of the AWS Well-Architected Framewark is realized. P
——

There are many components involved with the total cost of running a Kubernetes cluster. The EKS control plane is the
easiest to understand with a fixed cost of $0.20 per hour. Next, we have the EC2 instances that serve as the nodes in the
Kubernetes cluster. There are multiple facets of EC2 instance cost including block storage and data transfer that we will
avoid for now since these costs are highly dependent on the characteristics of the workload. Instead we will go deep on
what is generally the largest facets of EC2 cost: Instance hours and instance price.

Follow

EC2 Cost = Instance Hours * Instance Price
0 Twitter

€1 Facebook
@ Linkedin
[ Twitch

Instance Hours = Pod Hours * Pod Resources RSS Feed
B8 Email Updates

In a Kubernetes cluster, the instance hours are directly proportional to the number of pods in the cluster and the

resources allocated to those pods.

In this post, we will review four techniques that were applied to a sample cluster to achieve over an 80% savings on EC2

usage:

« Auto Scaling - optimize instance hours by aligning the number of nodes in the cluster to the demand
+ Right Sizing - optimize pod resources by allocating the appropriate CPU and memory resources to pods.

« Down Scaling - optimize pod hours by terminating pods that are unnecessary during nights and weekends.
« Purchase Options - optimize instance price by replacing On-Demand Instance with Spot Instances.

Costs (§)

AWS Events
Discover the latest AWS events in your

sn e . region
Learn more »
v
.
. || ||||||I||I||||||I|l|||||||||||||||||||||||II||||||I|||
-01 Aug-09 Aug-17 Aug-25 Sep-02 Sep-10 Sep-18 6 Oct-04* Oct-12* Oct-20" Oct-28"

Auto Scaling

The cost optimization pillar of the AWS Well-Architected Framework includes a section on Matching Supply and Demand,
which recommends the following:

https://aws.amazon.com/blogs/containers/cost-optimization-for-kubernetes-on-aws/
aWws
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https://aws.amazon.com/developer/community/heroes/casey-lee/?did=dh_card&trk=dh_card

Demo: Docker Desktop
x86 64/arm64 build

dWws
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Demo goals

Show how seamless it is to build bi-arch containers and use
them in a simple web application

What will we leverage ?

- Docker buildx

- AWS CloudFormation

- AWS Elastic Load Balancer

- Amazon EC2 A1 and T3 Instances

© 2019, Amazon Web Services, Inc. or its Affiliates. All rights reserved. aWS.’



Demo Architecture

© 2019, Amazon Web Services, Inc. or its Affiliates. All rights reserved.

Subnet




Show me the code!

dWS
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Wrap-up

What have we learnt ?
- There’s an easy transition path from x86 64 to arm64
- Bi-arch containers are easy to build with buildx

- AWS EC2 A1 instances are yet another cost reduction
lever

dWws



Thank you

Arthur Petitpierre — arthurpt@amazon.com

@ArthurPtP
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